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2Differentiable optimization
What?

Given:

Define:   

Solve:

Compute: 

Or…

Differentiate the solution of

parametrized optimization

problems
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Why?

Classic OR

Sensitivities

Perturbation analysis

Bilevel Optimization

New trends in ML

Optimization problem as layer

Hyper parameter tuning

Learning
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(At arXiv but just accepted in Operations Research)
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10Differentiable optimization: Differentiate

Necessary to differentiate 

with respect to arbitrary 

coefficients.

But might be cumbersome 

to use.

The function is “normalized”

So, it is a sensitivity wrt changing a

constant on the LEFT-hand-side
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Currently,

DiffOpt needs to be a dependency of POI

But

POI only has MOI as deps

DiffOpt is heavy

Next step,

Move to weakdep + extension approach

Also,

Needs more adjustments in DiffOpt (add bridges and tests)
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Simpler to set sensitivities

More direct approach

Simpler to query derivatives

One parameter might appear in multiple places

Derivatives are accumulated

Use cases typically require multiple solves

Parameters facilitate and speedup the updates

Easier to generalize

To nonlinear(!) (thanks to nonlinear refactor)

See https://github.com/andrewrosemberg/DiffOpt.jl/pull/1

https://github.com/andrewrosemberg/DiffOpt.jl/pull/1
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